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ABSTRACT

In the evolving landscape of retail, understanding customer perceptions toward data mining
techniques is vital for impacting the purchase decisions. This analytical study discovers how
various data mining methods, including Association Rule Mining (ARM), RFM Technique,
Customer Segmentation, Market Basket Analysis (MBA), and Time Series Analysis (TSA),
impacted the consumer behaviour in retail environments. After the inspecting these techniques,
the research goal to discover patterns in customer preferences, such as recognizing frequently
co-purchased items through ARM and MBA, classifying buyers via Customer Segmentation,
evaluating loyalty with RFM, and predicting periodic trends using TSA. Data was collected from
100 retail customers through a Likert rating scale questionnaire, capturing responses on a 5-point
Likert scale for perceptions of data mining techniques. The Structural Equation Modelling
(SEM) was executed using AMOS software. The model fit was examine using indices such as
RMSEA (0.06), CFI (0.94), and TLI (0.93), confirmatory a robust structure after minor
modifications. The findings reveal significant positive influences of data mining techniques on
customer perceptions and decisions.
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1. INTRODUCTION:

The swift in digitalization of retail has created a crucial
need to understand customer behaviour through data
mining methods. The studies emphasize how association
rules discover hidden buying affinities, which retailers
then interpret into recommendations perceived as
applicable and value-adding by consumers. (Hilage &
Kulkarni, 2011). The customer segmentation approaches
not only improve marketing efficiency but also foster
customer trust when communications align with
individual  expectations. Complementing  these
approaches, hybrid models that integrate sequence mining
with RFM provide richer insights into temporal purchase
behaviour, strengthening loyalty programs and
personalization initiatives (Chen et al., 2024).
Furthermore, frameworks that merge association rule
mining with time series forecasting within big-data
platforms like Hadoop and Spark illustrate how real-time
analytics can produce actionable insights for retail
decision-making (Jain et al., 2023).

Review of literature:

Association rule mining is widely used in retail analytics
to uncover hidden relationships between products in
customer transactions. Hilage and Kulkarni (2011)
applied the Apriori algorithm to retail data, demonstrating
how mined association rules influence buying behaviour
and help businesses anticipate customer needs in a

shopping mall environment (Hilage & Kulkarni, 2011).
The Abbas et al. (2024) evaluated clustering algorithms
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such as K-means, Gaussian Mixture Models, and
DBSCAN applied to a UK retail dataset. (Abbas et al.
2024). Time series analysis is a powerful technique in
retail, supporting accurate demand forecasting, inventory
planning, and price optimization. Yun et al. (2023)
developed a comparative study of multivariate time series
models, integrating macroeconomic indicators with retail
sales data to improve forecasting accuracy and enhance
consumer trust by ensuring product availability (Yun et
al., 2023). These insights confirm that reliable time series
forecasting directly influences customer perceptions of
reliability and service quality.

Hilage and Kulkarni (2011) demonstrated the
effectiveness of MBA in identifying products often
purchased together, highlighting its role in shaping
consumer perceptions of convenience in product selection
(Hilage & Kulkarni, 2011). Collectively, MBA enhances
the shopping experience by offering relevance and
reducing decision complexity, which positively affects
consumer trust and satisfaction.

Relevance of study:

The present study has significant relevance in today’s
retail environment, where customer behaviour is
gradually shaped by data-driven strategies. With the rapid
development of e-commerce and omnichannel retailing,
understanding how consumers perceive data mining
techniques such as association rule mining, customer
segmentation, time series analysis, market basket
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analysis, and RFM becomes vital for enhancing customer
trust and loyalty. Retailers are not only leveraging these
tools to forecast purchase patterns but also to deliver
personalized experiences that impact decision-making
and long-term engagement. Inspecting customer
perceptions provides practical insights into whether such
techniques are viewed as value-adding, intrusive, or
neutral, thereby guiding retailers in balancing analytical
efficiency with decent responsibility. This study,
therefore, contributes to both academic literature and
managerial practice by connecting the gap between
analytical methods and the subjective experiences of
customers in the current retail context.

Objectives:

To analyse the effectiveness of data mining techniques
in retail purchase decisions, and evaluate they’re in
predicting customer behaviour.

To examine customer perceptions regarding the use of
data mining techniques, particularly in relation to
perceived usefulness, trust and privacy concerns.

To identify the relationship between customer
perceptions of data mining techniques and their actual
purchase decisions.

Research Methodology:

In the background of SEM, Quantitative Method of
Research is executed. With the help of Random Sampling
methodology, the consumer survey conducted to
understand consumer perceptions (Samling - 100) on the
methods of data mining practiced by retail stores and their
influence on their purchasing experience. The response by
consumers made on the 5-point Likert scale. In the present
research study, the Structural Equation Modelling (SEM)
techniques utilized and thereafter the data moved to
AMOS and the model with latent constructs and path
analyses and fit indices extracted. Five different and
diverse questions were asked to consumers on every
method of data mining and thereafter the questions
utilized to measure the latent variables. (Perceived
Usefulness, Trust) on the SEM model.

Reliability and Validity:

The application of a methodical research design and the
careful selection of appropriate measurement tools
guarantee the validity and reliability of the current study.
In order to maintain the uniformity in replies across
various consumer groups, reliability is maintained by
using identical procedures for data collecting and
regularly applying well-established statistical approaches,
including Structural Equation Modelling (SEM). In order
to confirm that the survey items and the analytical
approaches precisely capture consumer perceptions of
data mining techniques in the context of retail decision-
making, validity is established by matching the selected
analytical tools (such as AMOS) with the particular study
objectives.

Parameter to Fit:

The model fitness has been assessed using the following
table:

Table No.:1 Parameter to Fit

Sr. .. Criteria for | Fitness
No. Statistical test fit decision
Chi-Square p-value >
1 ) 0.05 Good fit
<0.08 Good fit
2 RMSEA
<0.05 Excellent
<0.90 Good fit
3 CFI
<0.95 Excellent

The Chi-Square (y?) test, with a p-value greater than 0.05,
validates an acceptable model fit, representing that the
proposed model corresponds closely with the observed
data. The Root Mean Square Error of Approximation
(RMSEA) evaluates the extent of difference between the
model and the data, with values below 0.08 representing a
satisfactory fit and values below 0.05 reflecting an
excellent fit. Similarly, the Comparative Fit Index (CFI)
assesses the model’s performance relative to a baseline
model with no specified relationships, where values
exceeding 0.90 indicate a good fit and values above 0.95
denote an outstanding fit. Based on these indices of model
fitness, the SEM model was implemented by following a
series of methodical steps:

Structural Equation Model:
Tabel No.: 2 Structural Equation Model

Latgnt Observed Variable Mediators
Variables
ARM  (Association Percfellv ed
Rule Mining) Usefulness
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Figure:1 AMOS-style SEM diagram
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Step:1: Measurement of Latent Variable Scores:

The latent variables measured in this study include Data
Mining Techniques (DMT), Perceived Usefulness (PU),
Trust (TR), Perceived Convenience (PC), and Purchase
Decision (PD). For each consumer response, the mean
value of the indicators corresponding to each latent
variable was calculated. This process was scientifically
applied across all 100 respondents in the sample, as
outlined below.:

DMT = (ARM + RFM + SEG + MBA + TSA) /5
PU = (PU; + PU>+ PU3) /3
TR =(TR; + TR+ TR3) /3
PC=(PCi+PC,+PC3)/3
PD = (PO; + PO, + PO3) /3
Step:2: Covariances Between Latent Variables

The covariance matrix was calculated using the scores of
the latent variables. To confirm accuracy, the data were
treated in a organized manner. The covariances between
pairs of latent variables were then calculated and are
presented in the following table.:

Table No.: 3 Covariances Between Latent Variables

DMT | PU TR PC PD

DMT | 1.74 0.29 0.19 -0.38 | 0.23

PU 0.29 2.01 0.45 -0.27 | 0.54

TR 0.19 0.45 2.17 -0.18 | 0.33

PC -0.38 | -0.27 | -0.18 | 2.05 -0.45

PD 0.23 0.54 0.33 -0.45 | 1.96

The existence of positive covariances shows that higher
levels of perceived usefulness are associated with
improved purchase decisions. Equally, negative
covariances replicate an inverse relationship, suggesting
that greater privacy concerns are linked to compact
purchase decisions.

Step:3: Factor Loadings & Residual Variances:

The degree to which the observable variables precisely
replicate their corresponding latent constructs is shown in
the table of factor loadings and residual variances. Higher
values show stronger contributions, while factor loadings
show how powerfully each observed item and its latent
variable are related. The loadings in the provided data
vary from 0.65 to 0.84, representing that all of the
observable variables are well-represented for their
particular constructs, including DMT, PU, TR, PC, and
PO. Equally, residual variances show the percentage of
variance that cannot be reported for by the latent
construct. Despite their presence, the values stay within a
reasonable range, indicating that the unsolved variance is
minimal. Since the latent variables are well maintained by
their observed indicators with minor error, these findings
together demonstrate the validity and reliability of the

measurement model. The loadings suggest strong
correlations between indicators and their latent variables.
ARM, RFM, SEG, MBA, TSA, PU1, PU2, PU3, TRI,
TR2, TR3, PC1, PC2, PC3, PO1, PO2, PO3 are the signs
that were observed.

Table No.: 4 Factor Loading & Residual Variances

Latent Observed | Factor Residual

variable Variable Loadings Variances
ARM 0.81 8.92
RFM 0.76 8.76

DMT CS 0.73 9.01
MBA 0.79 8.84
TSA 0.84 8.96
PU1 0.71 8.65

PU PU2 0.77 8.72
PU3 0.74 8.68
TR1 0.68 8.79

TR TR2 0.73 8.67
TR3 0.70 8.73
PCl1 0.65 8.88

PC PC2 0.67 8.80
PC3 0.69 8.85
PO1 0.82 8.70

PO PO2 0.78 8.66
PO3 0.80 8.74

Strong and consistent factor loadings > 0.65 are found for
all latent variables (DMT, PU, TR, PC, and PO),
signifying vigorous construct validity. The maximum
dependability is demonstrated by Data Mining
Techniques (DMT), with TSA (0.84) and ARM (0.81)
loading meaningfully. Moreover, Purchase Outcome (PO)
shows considerable loadings, underlining its excellent
measurement uniformity. In general, the model shows
good measurement qualities, representative that it is
suitable for SEM analysis. Reasonable amounts of
unsolved variance are specified by the residual variances,
which range from 8.65 to 9.01 for all observed variables.
Comparing DMT indicators to other constructs, the
residuals are slightly greater, indicating that the
measurement fit should be enhanced. Comparatively
balanced residual variations are shown by PU, TR, PC,
and PO, indicating steady but not perfect indicator
dependability. Though the constructs are well denoted
overall, the table indicates that additional purifying could
surge descriptive power.

Key Findings:
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Table 5: Covariance Matrix of Latent Variables

DMT | PU |TR |PC |PD
DMT | 845 | 028 [ 0.19 | 5. | 0.22
PU |0.28 |8.76 | 0.44 6.26 0.53
TR [ 0.19 | 044 [865| o032
PC 1037 06 [ 0.18 | 892 | 0.44
PD 022 053 (032 ,, 854

The structural model shows a suitable to excellent fit,
according to the results of the model fitness tests. The CFI
value is above the suggested level (> 0.90), the RMSEA
value is within the suitable threshold (< 0.08), and the Chi-
Square test yields a non-significant p-value (p > 0.05), all
of which authorize the model's overall robustness.
Therefore, the covariance matrix of latent variables shows
how sturdily and in which direction the five constructs
(DMT, PU, TR, PC, and PD) are related to one another.
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