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 ABSTRACT 

A growing body of scholarly and practical debates about how to balance technological autonomy 

with human adaptability in managerial and operational decision systems has taken place in recent 

years as the rapid diffusion of artificial intelligence (AI) has increased. The purpose of this study 

is to examine how human adaptability, cognitive flexibility, and psychological capital contribute 

to the success of AI-augmented decision-making and, consequently, to the resilience of 

organizations as a result of that decision-making. 

The purpose of this research article is to integrate empirical and conceptual insights from 2000- 

2025 across the psychology, management, and information systems disciplines, by utilizing the 

Dynamic Capabilities Theory (DCT), the Psychological Capital Theory (PyCap), and Cognitive 

Flexibility Theory. A structured literature search of Scopus, Web of Science, and APA PsycInfo 

databases identified 126 peer-reviewed sources that met quality inclusion criteria. 

According to the study, resilient organizations in the AI era depend less on algorithmic 

sophistication than they do on their employees' ability to adapt to changes in the environment, 

be open to learning, and be optimistic during technological changes. The interpretive quality of 

AI insights is determined by a combination of human adaptability and cognitive flexibility, while 

psychological capital influences trust, motivation, and perseverance for humans. 

In conclusion, the article concludes with the Human-AI Resilience Model (HARM), which 

consists of a theoretical synthesis of AI-augmented decision-making as a behavioral capability 

rather than as a technological artifact. As a result of highlighting the psychological determinants 

of technological resilience in this paper, this paper contributes to advancing a multidisciplinary 

agenda for future research into hybrid intelligence, ethical cognition, and adaptive organizational 

systems. 

Keywords: Artificial intelligence; Human adaptability; Cognitive flexibility; Psychological 

capital; Dynamic capabilities; Decision-making; Organizational resilience; Hybrid intelligence 
 

1. INTRODUCTION: 

Context and Rationale 

Artificial intelligence (AI) is fundamentally reshaping the 

architecture of organizational decision-making across 

sectors. From predictive analytics in finance and 

diagnostic algorithms in healthcare to supply-chain 

optimization in manufacturing, intelligent systems 

increasingly permeate both strategic and operational 

domains of contemporary organizations (Brynjolfsson & 

McAfee, 2017). However, despite this technological 

acceleration, the effectiveness of organizational decision-

making continues to depend critically on the human 

capacity to interpret, adapt to, and integrate algorithmic 

inputs into complex social and organizational contexts. 

Modern organizations operate within environments 

characterized by volatility, uncertainty, complexity, and 

ambiguity (VUCA), where rapid technological disruption 

and information overload challenge traditional models of 

managerial rationality. In such contexts, decision quality 

no longer emerges solely from either human judgment or 

machine computation, but rather from their dynamic 

interaction (Wilson & Daugherty, 2018). This emerging 

paradigm, often described as AI-augmented decision-

making, refers to hybrid systems in which human 

expertise and algorithmic intelligence jointly contribute to 

improved accuracy, timeliness, and strategic foresight 

(Davenport & Ronanki, 2018). 

Yet, the success of such augmentation is not automatic. It 

requires individuals who can critically interpret 

algorithmic outputs, recognize embedded biases, and 

contextualize recommendations within organizational 

realities. These capabilities are fundamentally 

psychological in nature and are encapsulated within the 

broader construct of human adaptability, which includes 

behavioral flexibility, cognitive openness, and emotional 

regulation in response to continuous technological change 

(Pulakos et al., 2000). 

Closely aligned with adaptability is the construct of 

psychological capital (PsyCap), defined as a positive 

psychological state comprising hope, efficacy, resilience, 

and optimism (Luthans et al., 2007). PsyCap has been 
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shown to function as a crucial motivational and emotional 

resource during periods of organizational change and 

technological disruption. Employees with higher PsyCap 

tend to demonstrate greater persistence, learning 

orientation, and creative engagement with new 

technologies, thereby strengthening both individual 

performance and organizational resilience (Hillmann & 

Guenther, 2021). 

2. PROBLEM STATEMENT 

Despite the growing integration of AI into organizational 

decision systems, the cognitive, emotional, and behavioral 

processes through which humans interact with intelligent 

technologies remain insufficiently theorized and 

empirically integrated. Much of the existing literature 

privileges technological determinants of AI success—

such as data infrastructure, algorithmic accuracy, and 

system architecture—while comparatively neglecting the 

psychological readiness, adaptability, and resilience of 

human decision-makers (Forliano et al., 2023). 

As a result, many organizations encounter unintended 

consequences during AI implementation, including 

adoption fatigue, ethical blind spots, overreliance on 

algorithmic outputs, and the amplification rather than 

mitigation of cognitive biases (Paeffgen et al., 2022). 

These challenges suggest that AI-driven transformation is 

not merely a technical or structural change, but a 

fundamentally behavioral and psychological adaptation 

process. 

3. PURPOSE AND OBJECTIVES 

The purpose of this systematic review is to consolidate, 

integrate, and critically evaluate interdisciplinary 

evidence on the role of human adaptability, cognitive 

flexibility, and psychological capital in shaping the 

effectiveness of AI-augmented decision-making and, by 

extension, organizational resilience. The specific 

objectives are to: 

Map the major theoretical perspectives linking human 

adaptability, AI utilization, and organizational resilience. 

Synthesize empirical evidence on cognitive and emotional 

predictors of AI-supported decision quality. 

Identify conceptual, methodological, and empirical gaps 

in the current body of research. 

Propose an integrative conceptual framework—the 

Human–AI Resilience Model (HARM)—that unifies 

psychological and technological determinants of 

organizational resilience. 

Significance of the Review 

This review makes three primary contributions to the 

literature on organizational psychology and technology 

management. First, it advances understanding of the 

psychological micro-foundations underlying AI readiness 

and effective human–AI collaboration. Second, it 

reframes AI implementation not as a purely technological 

innovation, but as a continuous process of behavioral and 

cognitive adaptation. Third, it bridges resilience research 

with decision-science and digital transformation 

scholarship, highlighting the interdependence of 

cognition, emotion, and intelligent systems in 

contemporary organizations. 

4. METHODOLOGY 

Review Design 

A systematic literature review (SLR) methodology was 

adopted to ensure methodological rigor, transparency, and 

replicability, in accordance with established guidelines 

(Tranfield, Denyer, & Smart, 2003). The review integrates 

both conceptual and empirical studies examining the 

psychological and organizational dynamics of AI-

augmented decision-making and resilience. Qualitative, 

quantitative, and mixed-method studies were included to 

capture both theoretical depth and methodological 

diversity. 

Search Strategy 

Three primary databases Scopus, Web of Science (WoS), 

and APA PsycInfo were systematically searched for peer-

reviewed publications from January 2000 to June 2025. 

The Boolean search string combined key concepts: 

(“artificial intelligence” OR “machine learning” OR 

“algorithmic decision”) AND (“human adaptability” OR 

“cognitive flexibility” OR “psychological capital”) AND 

(“organizational resilience” OR “decision making” OR 

“dynamic capabilities”). 

Additional manual searches targeted high-impact journals 

such as Frontiers in Psychology, Technological 

Forecasting & Social Change, Journal of Organizational 

Behavior, and Sustainability. Reference snowballing 

identified further relevant studies. 

Inclusion Criteria 

Peer-reviewed empirical, theoretical, or meta-analytic 

papers. 

Focus on AI use in organizational or team decision 

contexts. 

Explicit examination of psychological constructs 

(adaptability, flexibility, resilience, PsyCap). 

English-language publications. 

Exclusion  Criteria 

Purely technical AI studies lacking behavioral 

dimensions. 

Non-peer-reviewed articles, commentaries, or conference 

abstracts without full data. 

Studies limited to consumer-AI interactions rather than 

workplace applications. 

Screening and Selection Process 

The review followed PRISMA 2020 guidelines (Page et 

al., 2021). An initial search yielded 846 records. After 

removing duplicates, 712 titles and abstracts were 

screened. Subsequently, 187 full-text articles were 

assessed for eligibility, of which 126 studies met the 

inclusion criteria and were retained for final synthesis.  

Data Analysis and Synthesis 

The selected studies were analyzed using thematic 

synthesis (Braun & Clarke, 2006). Data extraction and 
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coding proceeded through three iterative stages: open 

coding, axial coding, and selective coding. Coding 

categories captured theoretical constructs, methodological 

approaches, and principal findings. To enhance analytical 

rigor, inter-coder reliability was established through 

iterative discussion and consensus with two independent 

domain experts. 

Additionally, bibliometric mapping was conducted using 

VOSviewer to visualize keyword co-occurrence networks. 

This analysis revealed three dominant thematic clusters: 

(a) AI and decision-making systems, 

(b) Organizational resilience and dynamic capabilities, 

and 

(c) Psychological adaptability and human factors. 

These clusters informed the thematic structure of the 

results and discussion sections. 

Quality Appraisal 

Methodological quality assessment was conducted using 

the Joanna Briggs Institute (JBI) critical appraisal 

checklists (Munn et al., 2020). Studies scoring below 60% 

on rigor and methodological transparency were excluded. 

The final sample comprised: 

44 quantitative studies (e.g., SEM, PLS-SEM, survey-

based designs), 

37 qualitative or mixed-method studies, and 

45 conceptual or theoretical papers. 

Scope and Limitations 

Several limitations should be acknowledged. First, the 

restriction to English-language publications may exclude 

culturally contextualized insights from non-Anglophone 

research traditions. Second, although the 2000–2025 time 

frame captures the rise of AI in organizational contexts, 

earlier foundational work on automation psychology may 

be underrepresented. Finally, as with all interpretive 

syntheses, thematic integration involves a degree of 

researcher judgment; future meta-analytic studies could 

provide complementary quantitative validation. 

Ethical Considerations 

As this study is based exclusively on secondary analysis 

of published literature, it involved no human participants. 

Nevertheless, ethical standards concerning accurate 

citation, intellectual integrity, and transparent reporting 

were strictly followed in accordance with APA (2020) 

guidelines. 

Conceptual Foundations and Theoretical Models 

Dynamic Capabilities Theory (DCT) 

Dynamic Capabilities Theory (DCT) (Teece, Pisano, & 

Shuen, 1997) offers a powerful analytical lens for 

understanding how organizations sustain performance 

under conditions of technological disruption and 

environmental turbulence. Unlike resource-based 

perspectives that emphasize static asset endowments, 

DCT argues that long-term competitive advantage arises 

from a firm’s capacity to sense emerging opportunities 

and threats, seize them through timely strategic action, and 

transform its operational and cognitive architectures to 

maintain evolutionary fitness. 

In the context of artificial intelligence (AI), these dynamic 

capabilities are no longer confined to organizational 

structures or routines but are increasingly distributed 

across hybrid human–machine systems. Human 

adaptability constitutes the micro-foundational 

mechanism of sensing and seizing, as organizational 

actors interpret algorithmically generated signals, 

evaluate their relevance, and translate them into 

contextually informed decisions. Cognitive flexibility 

further enables rapid mental reconfiguration, allowing 

individuals to integrate machine-generated insights into 

evolving mental models and strategic schemas (Teece, 

2018). 

This recursive interaction between human judgment and 

AI analytics forms the cognitive and operational core of 

AI-augmented decision-making, through which 

organizations develop real-time adaptive capacity—a 

defining attribute of organizational resilience. From a 

behavioral–strategic perspective, DCT thus implies that 

resilience is not merely the ability to absorb or recover 

from shocks, but the capacity to continuously reconfigure 

cognitive, behavioral, and operational routines in response 

to shifting environmental contingencies. Consequently, 

organizational resilience emerges from the dynamic 

coupling of adaptive cognition (human agents) and 

adaptive computation (AI systems). 

Psychological Capital Theory (PsyCap Theory) 

Psychological Capital (PsyCap) theory, introduced by 

Luthans, Youssef, and Avolio (2007), conceptualizes a 

core set of positive psychological resources—hope, 

efficacy, resilience, and optimism (HERO)—that enable 

individuals to function effectively and flourish under 

conditions of uncertainty, complexity, and change. 

Substantial empirical evidence has established PsyCap as 

a robust predictor of performance, work engagement, 

learning orientation, and adaptive behavior across 

organizational contexts. 

Within AI-augmented work systems, PsyCap functions as 

a psychological stabilizer and motivational catalyst in the 

face of automation-related anxiety, role ambiguity, and 

technological disruption. Individuals high in PsyCap are 

more likely to construe AI technologies as developmental 

opportunities rather than as existential threats to 

professional identity. Specifically, hope sustains goal-

directed agency during digital transitions; self-efficacy 

strengthens confidence in mastering algorithmic tools; 

resilience supports psychological recovery from system 

failures and learning setbacks; and optimism promotes 

constructive interpretations of technological change and 

future work possibilities (Luthans & Youssef-Morgan, 

2017). 

The integration of PsyCap with DCT yields an 

analytically powerful multilevel explanation of 

organizational adaptability. While DCT specifies what 

organizations must do to remain adaptive in turbulent 

environments, PsyCap explains how individuals 

psychologically experience and behaviorally enact these 

adaptive processes. Together, these perspectives suggest 

that AI readiness and organizational resilience are not 

solely technical or structural phenomena, but also 
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fundamentally psychological and motivational capacities 

embedded in human actors. 

Cognitive Flexibility Theory (CFT) 

Cognitive Flexibility Theory (CFT) (Spiro & Jehng, 1990) 

provides a micro-cognitive foundation for understanding 

learning, sensemaking, and decision-making in ill-

structured environments—contexts characterized by 

ambiguity, nonlinearity, and rapidly shifting constraints. 

The theory posits that effective cognition in such 

environments depends not on rigid schema application, 

but on the capacity to dynamically reorganize and 

recombine knowledge representations in response to 

situational demands. 

 AI-augmented decision contexts, cognitive flexibility 

enables individuals to navigate multiple epistemic frames 

simultaneously—human intuition, algorithmic inference, 

and contextual–organizational judgment. High levels of 

cognitive flexibility facilitate integrative reasoning, 

whereby decision-makers critically evaluate and 

contextualize AI outputs rather than treating them as 

objective or infallible truths. This capacity to balance 

algorithmic rationality with situational awareness and 

ethical discernment is central to the epistemic quality of 

augmented decisions and, by extension, to the adaptive 

robustness of organizations (Martin & Rubin, 1995; 

Petermann & Zacher, 2022). 

Thus, cognitive flexibility operates as a critical epistemic 

competence that governs how effectively human agents 

transform algorithmic information into resilient action 

under uncertainty. 

Human–AI Collaboration Frameworks 

The conceptualization of human–AI collaboration has 

evolved from early automation and substitution models 

toward more sophisticated notions of collaborative 

intelligence (Wilson & Daugherty, 2018). In 

contemporary frameworks, AI systems are understood not 

as replacements for human judgment, but as cognitive 

amplifiers that extend human capacities for pattern 

recognition, data synthesis, and predictive inference, 

while humans retain primacy in contextual interpretation, 

ethical reasoning, and creative problem framing. 

Three dominant collaboration architectures can be 

distilled from the literature: 

Complementarity Model: Humans and AI allocate tasks 

based on comparative advantage (e.g., humans manage 

ambiguity and value judgments, while AI handles scale, 

speed, and statistical optimization). 

Integration Model: AI is embedded within human 

workflows as a continuous decision-support 

infrastructure, shaping judgments in real time. 

Co-evolutionary Model: Human and AI systems 

mutually adapt and learn over time, progressively forming 

interdependent cognitive ecosystems. 

From an organizational psychology and resilience 

perspective, the co-evolutionary model is theoretically the 

most consequential, as it foregrounds mutual learning, 

adaptive sensemaking, and evolving role configurations 

as the foundations of sustainable performance. This 

perspective implies that technological maturity cannot be 

achieved without corresponding psychological and 

cognitive maturity within the human system. In this view, 

organizational resilience is not simply engineered—it is 

co-constructed through the ongoing developmental 

interplay between human minds and intelligent machines. 

Thematic Synthesis of the Literature 

The thematic synthesis of the 126 studies published 

between 2000 and 2025 reveals five recurring and 

theoretically interlinked themes that collectively explain 

how human adaptability and artificial intelligence (AI) 

interact to shape organizational resilience. Rather than 

treating technology and human agency as separate 

explanatory domains, the reviewed literature converges 

on a socio-cognitive view in which resilience emerges 

from the dynamic co-evolution of psychological 

capacities and intelligent systems. 

Human Adaptability and Cognitive Flexibility as 

Foundational Predictors of Resilient Behavior 

The first and most consistently supported theme identifies 

human adaptability and cognitive flexibility as 

foundational predictors of effective functioning in AI-

enabled organizations. Across diverse sectors, 

adaptability has been shown to facilitate accelerated 

technological learning, role reconfiguration, and more 

effective responses to disruption and crisis (Sherehiy & 

Karwowski, 2014; Das, Mukhopadhyay, & Suar, 2022). 

Importantly, adaptability emerges as a multidimensional 

capability encompassing behavioral, cognitive, and 

emotional components. Behavioral adaptability enables 

fluid role switching and task reprioritization during 

system integration and crisis response. Cognitive 

adaptability involves the recalibration of mental models 

and decision heuristics in response to algorithmic 

recommendations. Emotional adaptability—defined as 

the capacity to regulate anxiety, ambiguity, and 

frustration—reduces resistance and defensiveness during 

technologically induced change processes (Pulakos et al., 

2000). 

Within this constellation, cognitive flexibility appears as 

a particularly powerful determinant of AI-augmented 

decision quality. Empirical evidence indicates that 

individuals with higher cognitive flexibility exhibit 

superior adaptive performance and significantly lower 

susceptibility to automation bias and algorithmic 

overreliance (Petermann & Zacher, 2022). Flexible 

decision-makers are more capable of identifying boundary 

conditions, contextual anomalies, and ethical 

inconsistencies in machine outputs—capacities that are 

critical in high-stakes, AI-supported environments. 

Beyond individual performance, adaptability also 

functions as a resilience-generating mechanism at the 

collective level. Adaptive actors are more likely to 

reframe setbacks as learning opportunities, thereby 

sustaining collective efficacy and organizational 

continuity under adversity (Duchek, 2020). The synthesis 

suggests that adaptability and resilience are not sequential 

outcomes but mutually reinforcing dynamic capacities: 

adaptability enables recovery and reconfiguration, while 
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resilience preserves the conditions under which 

adaptability can be continuously exercised. 

AI-Augmented Decision-Making as a Mechanism of 

Organizational Learning 

The second theme positions AI-augmented decision-

making not merely as a tool for efficiency, but as a central 

mechanism of organizational learning and cognitive 

renewal. Contrary to early narratives of automation-

induced deskilling, the reviewed literature increasingly 

frames AI as an epistemic partner that expands human 

sensemaking capacity (Brynjolfsson & McAfee, 2017). 

Three interrelated learning mechanisms recur across 

studies: 

Exploratory learning, whereby AI exposes decision-

makers to latent patterns and non-obvious correlations, 

expanding their cognitive search space. 

Exploitative learning, whereby AI automates routine 

analytical tasks, releasing cognitive resources for higher-

order reasoning and strategic integration. 

Generative learning, whereby sustained human–AI 

interaction produces reciprocal adaptation, with 

algorithms learning from user feedback and humans 

refining their interpretive schemas through algorithmic 

outputs. 

The effectiveness of these mechanisms hinges on 

interpretive alignment—the degree to which human 

mental models remain meaningfully coupled with 

algorithmic representations (Davenport & Ronanki, 

2018). Misalignment produces two well-documented 

pathologies: automation bias (uncritical overreliance on 

AI) and algorithm aversion (systematic rejection of 

accurate recommendations) (Dietvorst, Simmons, & 

Massey, 2015). 

Psychological adaptability emerges as a critical regulatory 

capacity that mitigates both extremes. Adaptable 

individuals engage with AI reflectively rather than 

deferentially or defensively, thereby sustaining a 

productive epistemic tension between human judgment 

and machine inference. This balanced relationship enables 

the development of resilient decision ecosystems capable 

of learning simultaneously from experiential intuition and 

computational intelligence. 

Psychological Capital as the Emotional Engine of 

Technological Resilience 

The third theme identifies psychological capital (PsyCap) 

as a central affective–motivational infrastructure 

supporting sustained adaptation in AI-mediated work 

systems. Across contexts, the four PsyCap components—

hope, efficacy, resilience, and optimism—are consistently 

associated with successful technology adoption, learning 

persistence, and adaptive performance (Luthans et al., 

2007; Luthans & Youssef-Morgan, 2017). 

Specifically, hope promotes proactive goal-setting for 

mastering new digital tools; self-efficacy strengthens 

confidence in managing algorithmic complexity; 

resilience supports psychological recovery from 

implementation failures and system disruptions; and 

optimism sustains engagement under conditions of 

uncertainty and role ambiguity (Hillmann & Guenther, 

2021). 

Empirical studies further indicate that PsyCap operates as 

both a motivational amplifier and a stress-buffering 

resource. For instance, evidence from Indian IT 

organizations during the COVID-19 digital acceleration 

period demonstrates that PsyCap moderated the negative 

effects of digital overload on job satisfaction and 

continuity outcomes (D’Cruz, 2023). Parallel findings in 

healthcare settings reveal that collective efficacy and 

optimism predict faster operational stabilization in AI-

supported clinical systems (Yağmur & Myrvang, 2023). 

Collectively, these findings suggest that technological 

resilience is not sustained by competence alone, but by 

psychological energy. PsyCap supplies the emotional 

momentum that converts technological disruption from a 

threat into a developmental challenge, thereby functioning 

as the affective engine of resilient adaptation. 

Trust, Ethics, and Emotional Readiness in Human–AI 

Collaboration 

A fourth dominant theme concerns trust, ethical 

alignment, and emotional readiness as psychological 

preconditions for effective human–AI collaboration. Trust 

in AI systems involves both cognitive judgments of 

reliability and affective comfort with delegating aspects of 

decision authority to machines (Hoff & Bashir, 2015). 

Deficits in trust lead to underutilization and workarounds, 

whereas excessive trust fosters overdependence and 

ethical vulnerability. 

The literature consistently shows that transparency, 

explainability, and perceived controllability enhance 

calibrated trust in algorithmic systems (Ransbotham et al., 

2022). However, the synthesis also reveals that technical 

transparency is insufficient without psychological safety. 

Employees who feel safe to question, challenge, or 

override AI recommendations demonstrate higher 

adaptive performance and more robust error detection 

capabilities (Edmondson, 2019). 

Ethical climates further strengthen organizational 

resilience by providing normative anchors during 

technologically ambiguous situations. When 

organizations institutionalize principles of accountability, 

fairness, and responsible AI use, employees exhibit 

greater confidence and psychological security in human–

AI collaboration. In this sense, ethical infrastructures 

function as resilience scaffolds, stabilizing sensemaking 

and trust under conditions of epistemic and moral 

uncertainty. 

Emerging Models of AI-Driven Organizational Resilience 

The final theme synthesizes emerging conceptual models 

that explicitly link AI deployment to organizational 

resilience outcomes (Forliano et al., 2023; Paeffgen et al., 

2022). Three dominant frameworks can be identified: 

The Predictive Resilience Model, in which AI enhances 

anticipation, early-warning systems, and environmental 

scanning. 

The Adaptive Coordination Model, in which AI enables 

real-time information integration and cross-functional 

synchronization during disruptions. 
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The Human–AI Synergy Model, in which human 

judgment contextualizes algorithmic predictions, 

transforming data into strategic action. 

While these models provide valuable structural and 

technological insights, the synthesis reveals a systematic 

under-theorization of the psychological layer. They 

specify what AI enables, but not how human cognitive and 

emotional capacities govern the translation of algorithmic 

intelligence into resilient organizational action. 

Accordingly, the present review identifies a critical 

theoretical gap: the absence of a human-centered 

resilience architecture in which technological intelligence 

and psychological adaptability are treated as co-evolving, 

interdependent systems. This gap provides the conceptual 

impetus for the integrative framework developed in the 

following section. 

Critical Analysis and Conceptual Integration 

Critical Evaluation of the Existing Literature 

Although the reviewed literature substantially advances 

understanding of how artificial intelligence (AI) is 

reshaping organizational decision-making and resilience, 

it also exhibits significant conceptual, disciplinary, and 

methodological fragmentation. Four critical limitations 

emerge from the synthesis. 

First, a persistent technological bias in research design is 

evident. A substantial proportion of studies prioritize 

algorithmic accuracy, system efficiency, or predictive 

performance, while treating psychological and behavioral 

processes as peripheral variables. This reflects a lingering 

orientation toward technological determinism, wherein AI 

is implicitly framed as an autonomous causal force rather 

than as a socio-technical system embedded in human 

sensemaking and organizational practice (Jarrahi, 2018). 

As a result, the micro-foundations of adaptation—such as 

cognition, emotion, and motivation—remain under-

theorized. 

Second, disciplinary silos continue to constrain theoretical 

integration. Research in computer science and 

information systems predominantly focuses on 

optimization, explainability, and system architecture, 

whereas organizational psychology and management 

studies emphasize emotions, identity, and adjustment 

processes. However, few integrative models explicitly 

theorize how cognitive, emotional, and ethical processes 

interact with technological affordances. This 

fragmentation limits cumulative knowledge development 

and obscures the multi-level nature of AI-enabled 

resilience. 

Third, important methodological shortcomings persist. 

The majority of empirical studies rely on cross-sectional 

survey designs, which are inherently incapable of 

capturing the temporal evolution of trust, learning, 

identity change, and adaptive capability development. 

Longitudinal and process-oriented studies that trace how 

psychological capital or adaptability evolves across 

different phases of AI implementation remain strikingly 

scarce. 

Fourth, the literature exhibits notable cultural and 

contextual blind spots. Empirical evidence is heavily 

concentrated in Western and East Asian contexts, with 

minimal representation from rapidly digitizing emerging 

economies such as India. Given the distinctive 

institutional conditions, workforce structures, and socio-

cultural values shaping adaptation processes in these 

contexts, this imbalance limits the global validity and 

ecological richness of existing theory. 

Taken together, these limitations point to the urgent need 

for a unified behavioral–technological framework capable 

of explaining the co-evolution of human adaptability and 

AI capabilities in shaping organizational resilience. 

Integrating Theories into a Unified Framework: The 

Human–AI Resilience Model (HARM) 

Building on insights from Dynamic Capabilities Theory, 

Psychological Capital Theory, and Cognitive Flexibility 

Theory, this review advances an integrative conceptual 

framework—the Human–AI Resilience Model (HARM) 

(see Figure 2). 

Core Proposition 

Organizational resilience in the AI era emerges from the 

dynamic interaction between human adaptability, 

cognitive flexibility, and psychological capital, which 

together shape the interpretive, ethical, and strategic 

quality of AI-augmented decision-making. 

Core Mechanisms 

Sensing and Seizing (Dynamic Capabilities): Adaptive 

employees detect environmental signals, critically 

interpret AI-generated insights, and reconfigure responses 

accordingly. 

Cognitive Integration (Cognitive Flexibility): Flexible 

thinkers synthesize human intuition, experiential 

knowledge, and algorithmic inference into higher-order 

judgment. 

Emotional Amplification (Psychological Capital): 

PsyCap supplies motivational energy, confidence, and 

emotional stability during technologically induced 

change. 

Recursive Learning Loop (HARM): Human feedback 

improves algorithmic performance, while AI outputs 

refine human sensemaking—producing a continuous co-

adaptive learning cycle. 

Model Architecture 

Input Layer (Psychological Enablers): Human 

adaptability, cognitive flexibility, and psychological 

capital. 

Process Layer (AI-Augmented Decision System): 

Ongoing interaction between human cognition and 

machine reasoning. 

Output Layer (Resilience Capacities): Anticipation, 

absorption, recovery, and transformation (Duchek, 2020). 

This model reframes AI-augmented decision-making not 

as automation, but as a socio-cognitive learning 

ecosystem. Resilience, in this view, becomes a function of 

both technological plasticity and psychological plasticity. 

Theoretical Contributions 
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The Human–AI Resilience Model advances theory in four 

significant ways. 

First, it extends Dynamic Capabilities Theory by 

specifying behavioral micro-foundations—adaptability 

and cognitive flexibility—as core antecedents of sensing, 

seizing, and transforming in AI-intensive environments. 

Second, it reconceptualises Psychological Capital from a 

general performance resource into a central psychological 

regulator of technological adaptation and digital 

resilience. 

Third, it bridges cognitive and systems-level theories by 

embedding Cognitive Flexibility Theory into 

organizational decision architectures, thereby linking 

individual-level sensemaking to firm-level adaptive 

capacity. 

Fourth, it advances the notion of human–machine 

symbiosis, proposing that resilience emerges not from 

technological sophistication alone, but from the quality of 

coupling between human interpretive depth and machine 

analytical breadth. 

Future Research Directions  

Future research should move beyond cross-sectional 

snapshots and adopt longitudinal designs capable of 

tracing how adaptability and psychological capital evolve 

across successive phases of AI adoption, including 

initiation, experimentation, resistance, normalization, and 

eventual mastery. Such designs would make it possible to 

capture developmental trajectories, reciprocal feedback 

loops, and non-linear change patterns, thereby offering a 

more dynamic understanding of how human and 

organizational resilience is constructed over time rather 

than merely observed at isolated moments. 

There is also a strong need for cross-cultural comparative 

research that examines how socio-cultural contexts shape 

AI-related adaptation and resilience processes. 

Comparative investigations between emerging economies 

such as India and Brazil and developed contexts such as 

the United States and Germany would be particularly 

valuable for understanding how cultural dimensions 

including collectivism, power distance, and uncertainty 

avoidance influence trust in AI, learning behaviors, and 

adaptive responses to technological disruption. 

Future inquiry would further benefit from integrating 

neurocognitive and affective neuroscience perspectives 

into organizational research. Such an approach could 

illuminate how neural plasticity, executive control 

systems, and emotion regulation mechanisms underpin 

technological learning, cognitive flexibility, and adaptive 

behavior, thereby grounding theories of resilience in 

biologically informed models of human adaptation to 

digital environments. 

An additional and largely underexplored avenue concerns 

the role of ethics, values, and moral emotions in shaping 

human–AI relationships. Future studies should investigate 

how emotions such as empathy, guilt, and moral outrage 

influence trust, resistance, and responsible AI use, thereby 

bridging resilience research with moral psychology and 

the rapidly expanding field of AI ethics. This line of work 

is particularly important for understanding not only 

whether organizations adapt, but also how they adapt in 

ethically sustainable ways. 

Methodologically, experimental and simulation-based 

approaches offer promising opportunities to strengthen 

causal inference in this domain. Controlled experiments 

could be used to test specific mechanisms proposed within 

the Human–AI Resilience Model, while agent-based 

simulations could explore how human–AI collectives self-

organize, coordinate, and recover under crisis conditions, 

thus capturing complex system dynamics that are difficult 

to observe in real-world settings. 

Finally, future research should prioritize macro–micro 

integration through multi-level research designs that link 

individual-level adaptability, cognition, and emotion to 

organizational-level outcomes such as innovation 

performance, strategic renewal, and crisis recovery. The 

use of hierarchical or multilevel structural equation 

modeling would allow scholars to more precisely specify 

how psychological processes scale up to shape collective 

resilience and long-term organizational sustainability. 

Policy Implications 

The findings of this review carry important managerial 

implications for building organizations that can adapt and 

remain resilient in AI-enabled environments. 

Organizations should move beyond narrow skill-based 

training and institutionalize learning agility, reflective 

practice, and cognitive flexibility as core organizational 

competencies. Leaders play a critical role in this process 

by modeling openness to algorithmic feedback while 

simultaneously encouraging constructive dissent, thereby 

fostering a culture in which AI is neither blindly obeyed 

nor reflexively resisted, but critically and productively 

engaged. 

In parallel, organizations should make systematic 

investments in the development of psychological capital, 

given its demonstrated role in sustaining motivation, 

learning engagement, and adaptive performance under 

technological uncertainty. Psychological capital can be 

intentionally cultivated through coaching, resilience 

training programs, and strengths-based interventions, 

producing durable improvements in both performance and 

employee well-being, as supported by prior research 

(Luthans & Youssef-Morgan, 2017). Such initiatives 

should be viewed not as peripheral wellness efforts but as 

strategic enablers of technological transformation. 

From a systems design perspective, the implementation of 

AI must be guided by principles of trustworthiness and 

responsible governance. AI systems should be 

transparent, explainable, fair, and auditable to ensure both 

cognitive trust and emotional acceptance among users. 

Effective governance requires close collaboration among 

human resources, information technology, and ethics 

committees to oversee algorithmic deployment, monitor 

unintended consequences, and maintain accountability 

across the AI lifecycle. 

At the strategic level, resilience should be embedded as a 

core organizational capability rather than treated as a 

purely technical contingency function. Resilience metrics 

should extend beyond infrastructure redundancy and 

cybersecurity to include indicators of behavioral 



How to cite : Praveen Nelanti, Purvi Maski, Lakshmi Narayana K, AI-Augmented Decision Making and Human Adaptability: 

Psychological Predictors of Effective Organisational Resilience - A Systematic Review . Advances in Consumer Research. 2026;3(1): 
926-933 

Advances in Consumer Research 933 

 

 

readiness, psychological preparedness, and adaptive 

capacity. These metrics should be formally integrated into 

business continuity planning, enterprise risk management, 

and strategic governance frameworks to ensure that 

human and technological resilience evolve in tandem. 

At the policy level, the implications extend beyond 

individual organizations to national and institutional 

strategies for AI adoption. Public policy should invest not 

only in digital infrastructure and technological innovation 

but also in workforce psychological adaptability, 

including ethical literacy, cognitive resilience, and 

lifelong learning capabilities. National AI strategies that 

balance technological advancement with human capacity 

development are more likely to produce sustainable, 

inclusive, and socially responsible digital transformation. 

5. CONCLUSION 

Artificial intelligence does not replace human judgment; 

rather, it amplifies and reshapes it. The quality of AI-

augmented decision-making—and, by extension, the 

resilience of contemporary organizations—depends 

fundamentally on human adaptability, cognitive 

flexibility, and psychological capital. Technological 

sophistication alone cannot ensure effective or responsible 

outcomes unless it is embedded within psychologically 

prepared and cognitively agile human systems. 

This review demonstrates that resilience in the digital era 

is not merely a technological accomplishment but a 

profoundly psychological one. Adaptive individuals 

engage with AI critically rather than passively, 

cognitively flexible thinkers integrate algorithmic logic 

with contextual and ethical interpretation, and 

psychologically resilient teams convert disruption into 

learning, recovery, and renewal. In this sense, resilience 

emerges from the continuous co-evolution of human and 

technological capabilities rather than from automation 

alone. 

The Human–AI Resilience Model (HARM) offers a 

unifying framework for understanding these dynamics by 

conceptualizing AI-augmented decision-making as a 

hybrid, learning-based ecosystem. It redirects scholarly 

and practical attention away from building merely smarter 

machines toward cultivating wiser, more adaptable, and 

ethically grounded human systems. In the final analysis, 

organizational sustainability in the age of artificial 

intelligence will depend less on how intelligent 

technologies become and more on how resilient, 

reflective, and adaptive people remain..
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